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The reductive dechlorination of carbon tetrachloride, ££6Y a concerted electron transfer-bond breaking
mechanism was studied using combined high level quantum mechanical and molecular mechanics (QM/
MM) approach. The free energy activation barriers for the first electron-transfer step were determined from
the dissociation profiles of C¢hnd*CCl, complexes in aqueous phase using hybrid-free energy QM/MM
methodologies. Both density functional and coupled cluster perturbative triples (CCSD(T)) versions of QM/
MM methods were investigated. The impact of the implicit solvent description based on continuum (COSMO)
solvent models was also analyzed. QM/MM calculations at the CCSD(T)/aug-cc-pVDZ/SPCE level of theory
predict that the activation barriers vary from 0.7 to 35.2 kcal/moH@r32 and 0.93 V reduction potentials
respectively. Good agreement with experimental data for oxide-free iron electredé€st¢—1.2 V reduction
potentials) is observed indicating that the measured activation barriers are consistent with the concerted electron
transfer-bond-breaking mechanism.

I. Introduction CC|3. +e + H+_, CHC|3 (3)
It is well documented that mineral surfaced, sulfides? ) )
electron carriers such as quinofidsand iron(ll) porphyring;8 The rates of degradation of these species and the factors

and microbe%1facilitate the degradation of carbon tetrachloride ~controlling reduction processes and rates are not well under-
in subsurface environments. The majority of these processesStOOd- Their full characterization requires a detailed description
are known to transform carbon tetrachloride by the following ©f the (rate determining) mechanisms. Even though quantitative

2e~ redox reactiorit structure-activity relationships for chemical reductions of
organic contaminants have proven valuable in predicting reaction
CCl + 26 + H"— CHCL. + CI~ @ ratest® the implied correlations often appear to be counter
4 3

intuitive. For example, the overall redox reactions for the
chlorinated methanes are all highly exothermic, however the
rates of dechlorination are significantly different with each
successive dechlorination step proceeding significantly sléfiér.
Detailed molecular information about these processes can be
in principle provided by computational modeling based on
accurate ab initio methodologies. Several groups have been
interested in applying such methods to study the environmental

This dechlorination process is assumed to occur in two
sequential electron transfers (ET) steps: the first ET step, which
is thought to be rate-limiting? is a dissociative electron
attachment (DEA) reaction leading to the formation of a
trichloromethyl radical and a chloride ion.

CCl,+e —CCly +CI” 2) degradation of chlorinated organic compoutitis; 36 Electronic
structure calculations for the reduction of chlorinated methanes
The CC} + CI- dissociation channel is favored over GCH have been previously reporféd’ and recently activation
Cl both on the basis of experimental electron affinities (2.173 energies for the reduction of C{have also been calculatéd.
eV for CCk'3and 3.61 eV for GF) and ab initio calculation&® There are several outstanding issues, however, that remain to

The second ET step for the hydrogenolysis reaction allows the be addressed to ensure the reliability of such applications. On
newly formed radical to bind to a proton and form a neutral one hand, a sufficiently high level of ab initio theory is needed

compound for accurate description of electronic correlation effects; on the
other hand, the presence of the aqueous environment and its
*To whom correspondence should be addressed. finite temperature fluctuations must be properly accounted for.
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Phenomenological continuum solvation models, such as COS- 1
MO38 and PCM? have shown to be reliable in predicting \
equilibrium solvation energies for many environmental degrada- 60 \
tion reactions. However, less is known about their reliability \
for modeling reactions pathways and transition states. In these \
cases, explicit atomistic description of the aqueous environment
may be required.

A particular efficient methodology that enables explicit
treatment of the environment can be found in the combined
guantum mechanical molecular mechanics (QM/MM) ap-
proach??41This methodology breaks the system into a quantum
mechanical (QM) region treated at a quantum mechanical level
of theory surrounded by a molecular mechanics (MM) region
treated at the classical molecular mechanical level of theory.
This approach greatly expedites total energy/gradient calcula- -
tions, taking advantage of the intrinsic solvesblute separation
in the system. Still, until recently applications of the QM/MM i NG ,
methodology with high level QM descriptions were quite T TAOOgITE=
limited. The main challenge was lack of efficient and practical Req®
schemes for the QM/MM calculations of free energy, the _. . - . -

. . . . Figure 1. lllustration of curve crossing in the dissociative electron-
quanuty essentla_ll for the characterization O_f reaction ProCeSSeSyansfer model. Solid and dashed curves refer to the dissociation of the
in aqueous solution. With recent advances in parallel hardware/ neytral and anion CGlspecies, respectivelyV is the work function
software and the development of new free energy methods, thisof the reducing agent.
situation has been rapidly changing. Recently, we reptited
the implementation of a new QM/MM protocol that allows free  C—Cl stretching. In the range of -€Cl distances around the
energy calculations even when using high levels of ab initio crossing point, we make the assumption that changes to the other
theories. This is the approach that we take in this work. The vibrational modes (orthogonal to the<Cl reaction coordinate)
accuracy and reliability of our quantum-mechanical description are likely to be small and that the primary zero-point and
is established by utilizing different levels of electronic structure entropic changes during the course of the reaction will be
theory from density functional theory (DFT) to high level gassociated with €CI stretch.

CCSD(Tf*# methods. As explained in Section IIC, the g Gas phase CalculationsActivation barriers in the gas

dissociation pathway is obtained based on the efficient optimi- phase were calculated using both DFT and CCSD(T) levels of
zation procedure of the entire solttgolvent complex supple- heqry Calculations were performed at the doubigsality basis
mented by dynamical equilibration. The computed reaction getg “ a5 those were demonstrated to provide a reasonable
barriers fully account for dynamical effects of the solvent by description of chiorinated hydrocarbon systefi Similar to
means of multilevék free energy cycles where thermodynamical prior calculationg® DFT calculations were based on the
averages are performed over many solvent configuration aC'BSLYP“"‘Sexchan,ge correlation functional with 6-8G* basis
cessible in finite temperature conditions. The QM/MM free o0 The cCSD(T) calculations were carried out with the aug-
energy calculathns are als_o compared against C(.)g.MO cc-pVDZ basis set. The dissociation pathway was constructed
continuum sql_vatlon'des_crlptlon, which offers further |r_13|ght using a series of constrained geometry optimizations of neutral
into applicability of implicit solvent models. Computational CCl,, with Re_g distances ranging from 1.4 to 3.6 A by
techniques presented in our work are general in nature andincréments of 0.1 A. These optimized DFT geometries were

readily applicable to thermal reactions. Their applications to then used for the CCSD(T) calculations. The NWChem program
the degradation of carbon tetrachloride demonstrates how theySuite was used to perform these calculatiohs

can be applied to the more computationally challenging electron- . -
PP P y ang C. QM/MM Calculations. QM/MM Description.In aqueous

driven processes in aqueous medium. solution, the activation barriers were determined using the QM/

MM approach. In this method, the total energy of the system is

given by the sum of the quanturiyy) and classical energies
A. Activation Barriers. Following the strategy suggested by  (Emm)

Saveant and co-worket&#546the activation energyH,c) of

the concerted ET reaction (corresponding to a dissociative E=Egnlr Ryl + EgafRir] (5)

electron attachment), eq 2, can be estimated by finding the

crossing point between the dissociation potential energy curvesyynerer, R represent the coordinates of QM and MM regions,

for the neutral and the anion CBpecies as a function of the  regpectively, andy denotes the ground-state electronic wave-

C—Cl bond lengtA?3145(see Figure 1). The relative positions  fynction of the QM region. The QM energy can be conveniently
of the two dissociation curves and subsequently the activation separated into internal and external contributiéns

energy depend on the redox potentiab) of the reducing agent

that provides the electron for the DEA of GCAs the strength L1 intr.. ext .

of reducing agent increase®/{ is more negative), the anion EanI',R,l/)] o Eqm[r’”’] * Eqm[r,R,p] 6)
dissociation curve moves down and the height of the activation )

barrier decreases. Conversely, as the strength of reducing agenthe internal parEg‘;[r;w] is the gas-phase energy expression.
decreased\p is less negative), the activation barrier increases. The external parEg’r‘,ﬁ[r,R;p] contains the electrostatic interac-
In the above description, we omitted the zero-point and entropic tions of the classical chargeg) of the MM region with the
changes associated with the other vibrational modes besideslectron density«)

Activated State

il \ E(CCl,)

Free Energy (kcal/mol)
-—

i E(CCly )+ W,

E S~

act

Il. Computational Approach
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Zp(r')

Eonll Rip] = Z fmdf' (7)

Finally the last term in eq 5, the classical enerByf), contains
all the classical interactions in the MM system, involving both
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Zp(r")

>R

Here, effective solute charge®f are chosen to fit the correct
electrostatic potential outside the solute region. To ensure a

ZQ
a=3 — " —E(rRQ (12)
T IR, — 1yl

the solvent Coulomb and van der Waals energies and theminimum solvent structure, the optimization process was also

solute-solvent van der Waals interactions.

supplemented by dynamical equilibration of the solvent utilizing

Unlike gas phase, the dissociation process in the aqueouseffective classical charge representation (see eq 12).

environment can no longer be described in the terms of total

PMF CalculationsOur PMF calculations were based on the

energy but rather requires free-energy description to capture thestrategy described in our previous wdTo avoid extreme

entropic effects associated with the solvent fluctuations at finite
temperature. With the assumption that solvent MM region is
able to rapidly equilibrate with different solute configurations

computational expense involved in direct evaluation of eq 9,
we used a multilevel thermodynamic cycle based on several
QM/MM representation$? the CCSD(T)/MM, DFT/MM, and

during dissociation, the solvent degrees of freedom can be ESP/MM. CCSD(T)/MM and DFT/MM representations were

averaged ot leading to the definition of potential of mean
force (PMF)

1 —BE(r R;
W(r,8)=—=In [[eFIRVIgR 8
p==3n [ (8)
where = 1KT. The PMF difference between the two points
A and B on the dissociation pathway characterized byand
rg solute configurations of the solute GCkgion is given by

AW, = — % In[@#ECsRYe-EARYAI)

©)

obtained by replacing the internal energy term in eq 6 by the
appropriate CCSD(T) and DFT expressions, respectively. The
ESP/MM representation was obtained by simply replaéigg
in eq 6 by the effective charge enerys, (see eq 12). The
total free energy differencAWag was then calculated as a sum
of three contributions (see Figure 2)

AW,z = AWM 4 AWATTEPL AWESP (13)
The first two terms represent the free energy differences

associated with changing the description of the fixed solute
region from the CCSD(T) to the DFT representations and from

where the angular brackets denote a statistical averaging oveithe DFT to the classical ESP representations.

solvent configurations with fixed solute geometry

f ..e PECRY) R
o=*———
m f e*ﬁE(rR:w)dR

System Setu@ur system contained CQholecule embedded
into a 30 A cubic solvent box containing 890 water molecules.
Periodic boundary conditions were used. The QM region
consisted of CGland the MM region included all the water

(10)

dft __ dft dft
WAt = AW T ANES

V\/jft esp__ AV\/jAf/t_\ esp__ A\/\/éfé esp (14)
The third term represents the free energy difference associating
with changing the solute configuration fromn(Qa) to (rs, Qg)
with the ESP representation of the solute.

Because the changes in representations (CCSD(T) to DFT,
DFT to ESP) occur for fixed solute configurations, we can

molecules. The QM region was treated quantum mechanically 3ssume that there is little perturbation in the phase space

using either the DFT level of theory with the B3LYP*
exchange correlation functional or the coupled cluster theory
(CCSD(T)y*level of theory. The 6-3:G* basis sef was used

for the DFT calculations and the aug-cc-pVBbasis set was
used for the CCSD(T) calculations. The MM water molecules
were described using classical SPC/E médélhe van der
Waals parameters for the quantum region were taken from
standard Amber force field definitiort4. Cutoff radius for
classical interactions was set at 15 A.

Dissociation PathwayThe dissociation pathway was con-
structed by stretching one of the—Cl bonds in the neutral
state of CCJin 0.2 A increments with initial and final distance
of 1.4 and 3.6 A, respectively. Keeping the two atoms of the
dissociating bond fixed, the rest of the system, including the

solvent molecules, was optimized at each point on the pathway.

As in our previous work the optimization procedure relied on
the zero-temperature approximation of the derivativeS\of

(r.p)

lim 3W(r ) = 0. E(r R ) (11)
whereR* is the solvent configuration that minimizds for a
givenr and . To facilitate determination of the optimized
solvent configuratiorR*, an effective classical charge repre-
sentatioA?55 (ESP) of the solute electron density was used to
calculate the solutesolvent interactions

accessible to the solvent. In this case, we can utilize the free
energy perturbation thedto calculate the corresponding free
energy differences:

AWES I = — % Infe PAER (15)
AWeP— % @ A (18)
where
AE,CA(:dﬂ = EccraRiwa) = Eg(raRi%A)
AEﬂgﬁesp: Er(TaR%a) — Eesfr aR;Qn) (17)

The calculation oAWSS ™ can be further simplifiet? using
the fact that DFT (at least in its formal derivation) should
generate the exact electron density, which should be fairly well
reproduced in the CCSD(T) calculations. Because the electron
density is the sole coupling parameter between the solute
electronic degrees of freedom and the solvent (see eq 7), we
obtain

OAESS "

5R (18)

~ c—dft cc—dft
~ 0= AW M~ AESS
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Figure 2. lllustration of multilevel free energy perturbation cycle.

In the calculation ofAWA" *P and AWEE ™" e followed a
resampling strated§ wherebyAES: s evaluated at certain
intervals of configurations along the solvent trajectories gener-
ated with the ESP/MM representation. In the present work, we
resampled of 100 ps of constant temperatdre=(298.15 K)
molecular dynamics simulations at intervals of 0.5 ps. In the
calculation ofAWSS ™™ and AWES ™™, we followed eq 18 using
the optimized solvent configuration.

The classicaAWsy term was evaluated using finite differ-
ence thermodynamic perturbation theory

AWER = [ 0,WFRA) di (19)

Here we defined thé-dependent free energy function as

Wﬁmz—%mjéW%WWWMR (20)

based on the linear mapping between A and B configurations:
rA) =1 —A)r, +Arg
Q(1) = (1 - 4)Qa + Qg (21)

Using the trapezoidal ruleAWsy was then approximated as

AWEP=2 (3, WR0) + 0, W) (22)

The derivatives were calculated using the central difference
approximation

ATOWPRI) — ATOWPRAY
20

0,WPH7) = (23)

where

Aiév\/eslt}.) — % In@7[3E(r(l:l:é),Q(A:té),R)fﬂE(r(A),Q(l),R)[;l (24)

In the calculation ofd;WesR1) statistical averaging was per-
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on the dissociation pathway. As with our PMF calculations,
we adopted the following multilevel thermodynamic cycle:

AW = (AWE = AWETY) +
(AWGY*P— AW ) + AWSSP (25)

The first and second terms, related to the changes in QM
representations, were already available from the PMF calcula-
tions (see discussion above). To evaluate the classical contribu-
tion AWESY the mutation of the ESP effective charges repre-
senting the neutral solute into those representing the anionic
solute was performed over ten windows. The final difference
was then evaluated using finite difference thermodynamic
perturbation theory as described above. To account for long-
range electrostatic effects related to the overall change in the
charge of the systemW.sPwas corrected by means of a Born
correction term

:q_z(l_;)

Avaorn 2rc €

(26)

with re = 15 A, g = 1, ande = 78.0.

D. Continuum Calculations. Calculations of activation
barriers using the continuum solvation model were based on
the self-consistent reaction field theory of Klamt and Schu
mann (COSMOY¥8 COSMO solvation model was used in prior
calculationg® of CCly and is widely available in many compu-
tational chemistry codes. The cavity was defined by a set of
intersecting atomic spheres with radii suggested by Stefanovich
and Truong (H 1.172, C 1.635, and Cl 1.750%AT.he dielectric
constant of water used for all of the solvation calculations was
78.0. Discretization of the atomic spheres involved an iterative
refinement of triangles starting from a regular octahedfon.
Three refinement levels yielding 128 points per sphere followed
by removal of discretization points from one sphere inside the
neighboring spheres were used to define the solute cavity in
the solvent.

I1l. Results and Discussion

A. Gas PhaseFollowing the protocol described in Section
IIB, we calculated the gas-phase dissociation curves of the
neutral and anion Cgkpecies at DFT and CCSD(T) levels of
theory (see Figure 3). According to our calculations, the neutral
CCl, molecule undergoes a homolytic dissociation process:

ccl,— CCly’ +CI

Similar to other calculation® we observe a minimum energy
structure for neutral CGlat Recy = 1.79 A and for anionCC
l4 molecule aroundRec) = 2.57 A corresponding to a radical-
anion long-range complex. No stable anion structure is observed
at shortRcc distances. Previous wotkhas shown that the
activation energy or “crossing point” is highly sensitive to the
level of quantum-mechanical treatment, and several authors have
suggested that high-level ab initio calculations are needed to
obtain accurate resulf83058-60 Qur gas-phase calculations

formed over 20 ps of molecular dynamics simulations at constant confirm this sensitivity. For the neutral species, the magnitude

temperatureT = 298.15 K) for both end of the interval with
= 0.1.

Vertical Electron Affinity. The relative position of the
two PMF dissociation curves was established by calculating
vertical electron affinity AW™?) (where n and a denote
the neutral and anionic states, respectively) at the first point

of the deviation between DFT and CCSD(T) is not uniform and
varies depending on the region. While both DFT and CCSD-
(T) methods (see Figure 3) agree near the minimum point,
significant deviations can be observed in the stretched bond
region. For the anion curve, the differences between DFT and
CCSD(T) are more uniform. The average absolute difference
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Figure 3. Gas-phase dissociation curves for neutral (left) and anion (right) @6lecule as a function of dissociating-Cl bond. Both DFT and
CCSD(T) curves are drawn with reference to their respective minima on the neutral dissociation curve.

TABLE 1: Gas Phase Activation Barriers (Eae) and in solvation energy during the dissociation. Thgespdft
Distances Kacy) of the Dissociative Electron Attachment component (shown as circles in Figure 4) reflects the contribu-
Eggﬁtc'?;nzo(\r,\gd“ versus the lonization Potential of the tion from the internal QM energy of the CQholecule (at the
DFT level) corresponding to the energy of the solute by itself,
Wo Enxn Eact Xact but calculated with the wavefunction polarized by the solvent.
(kcal/mol) theory  (kcalimo)  (kcalimoh)  (A) Finally Wdft—"cc (shown as squares in Figure 4) reflects the “error”
-5 DFT —17.33 in DFT description as compared to the more accurate CCSD-
0 gggD(T) ~12.33 <(§) %0 L8 (T) description. . .
cCsD(T) 1.43 1.87 DISSOCIatI.On of neytral Cglmolecule is charactt_anz_ed py a
5 DFT —7.33 large negative shift inA®sP for long C—CI bonds, indicating
CCSD(T) 3.59 1.94 increased stabilization due to solvation effects. This is consistent
10 DFT -2.33 0.09 1.81 with large dipole moment observed in the stretched3Cbond
CCSD(T) 5.87 2.00 regime. DFT/MM calculations show a dipole moment of 15.9
15 gg-SrD(T) 267 éL.ZZZ 21_'35 au atRcc = 2.57 A, which is significantly larger than.the
20 DET 767 413 1.97 corresponding gas-phase value of 6.0 au. Closer analysis of the
CCSD(T) 10.99 2.10 molecular orbital structure of neutral dissociated species indi-
25 DFT 12.67 6.66 2.04 cates that unlike gas phase, the dissociation of neutral species
0 CD'E_SI_D(T) 1767 1‘;-%76 2211% in aqueous phase proceeds through the heterolytic channel
CCSD(T) 17.19 2.20 n _
35 DFT 22.67 12.08 2.16 CCl,—CCl;" + Cl
CCSD(T) 20.90 2.25
40 CDEED(T) 21.67 2145'7014 223213 leading to the enhanced dipole moment. Consistent with this

mechanism, we observe that the internal QM energy of neutral

is 14.0 kcal/mol, and the worst case difference is 17.8 kcal/mol SPECIES (SE&FP curve in Figure 4) in aqueous phase shows
at C—Cl distance of 1.4 A. no saturation in the stretched bond region and has a much higher
Prior calculations of CGP reported significant differences ~ Value compared to its gas-phase counterpart (see Figure 3). In
in DFT (11.07 kcal/mol) and MP2-15.68 kcal/mol) values aqueous phase, the energetic cos_ts of the hete_ro_lytlc state are
for vertical electron affinities of CGl A similar pattern is ~ Outweighed by the increased solvation enemy) ansing from
observed in our calculations. The vertical electron affinity of e larger dipole moment. As indicated by thg" e free
CCls is 9.71 kcal/mol at the DFT level and3.84 kcal/mol at energy contrllbu'uon (see squares curve in Figure 4), there exists
the CCSD(T). The experimental estimate of vertical electron Significant differences between DFT and CCSD(T) quantum-
affinity for CCl, is predicted to be close to zero (slightly mechanlcal descnptlon_s. Similar to the gas-phase results, the
positive)5L As a result of all these deviations, the DFT estimates differences are not uniform; they vary with the-Cl bond
of the activation barrier (crossing point) differ significantly from length. o _ o )
CCSD(T) results (see Table 1). For short activation distances, | € dissociation of anion species is also accompanied by the
DFT activation barriers are about 6 kcal/mol below CCSD(T); [ncrease in solvent stabilization energy ($&€Pcurve in Figure
this difference grows to 9 kcal/mol for long distances. 4). This is con5|ste[1t with the negative charge redistribution
B. Aqueous PhaseOn the basis of QM/MM computational ~ from the largerCCl, molecule to a more localized charge in
protocol described in Section IIC, we calculated free energy the Cl ~ ion. The magnitude of this stabilization is less
dissociation curves of neutral and anion ¢§pecies in aqueous ~ Pronounced compared to a neutral case where two ions;(CCl
solution at CCSD(T)/MM level (see Figure 4). Figure 4 also * and CI") are created as a result of dissociation process. The
shows individual contributions to the total free energy (see eq internal QM energy of the anion (sa&esP-dt component in
13), which conveniently help the interpretation of the free energy Figure 4) differs from the gas-phase energies, indicating
changes during the dissociation process. W& component significant polarization effects induced by the aqueous environ-
(shown as stars in Figure 4) provides a measure of the changesnent. The small magnitude W€ft—cc (see Figure 4) shows that



2718 J. Phys. Chem. A, Vol. 112, No. 12, 2008 Valiev et al.

o7

—— —0—0—0a
20—

20—

Free Energy (kcal/mol)
Free Energy (kcal/maol)

40 —
-150 - oo AW =1

=60 —

L | L | L | L | L | L L 1 ' | L | L | L
-200

1 1.5 2 25 3 35 4 1 15 2 25 3

C-Cl bond length (A) C-Cl bond length (A)

Figure 4. The total PMF (diamonds) for neutral (left) and anion (right) £€pecies as a function of dissociating-Cl bond with individual
contributions from CE-DFT (squares), ESP-DFT (circles), and ESP (stars) contributions (see egs 13 and 14 in text).
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Figure 5. Aqueous phase activation barriers calculated at CCSD(T)/MM, DFT/MM, DFT/COSMO levels of theory (left); comparison between
experimental (ref 65) and calculated activation barriers (right).

similar to the gas-phase results the deviations between DFT andCOSMO models agree quite well at the low range of reduction
CCSD(T) descriptions are more uniform compared to the neutral potentials Ey < —1.5V). However, at high reduction potentials
species. the disagreement between DFT/MM and DFT/COSMO models
We find significant deviations between vertical electron becomes progressively worse (6 kcal/mol differencé&at=
affinity (at Rce) = 1.4 A) calculated with the CCSD(T)/MM  0.93 eV). At this range of reduction potentials, the €l bond
(47.17 kcal/mol) and DFT/MM (57.24 kcal/mol) descriptions. in the crossing point is nearly cleaved, but it is not long enough
In agueous phase, DFT/MM overestimates the electron affinity to allow complete solvation of dissociating Cl orGind CC}
by about 10 kcal/mol, compared to 13 kcal/mol error observed fragments. Such a situation may be difficult to describe with
in gas phase. The DFT/COSMO calculations show a vertical COSMO parameters tuned for equilibrium situations. At zero
electron affinity of 54.81 kcal/mol, which is reasonable agree- reaction energyHx, = 0), the activation energy according to
ment with DFT/MM results. DFT/COSMO description is 14.4 kcal/mol compared to 18.8
The aqueous phase activation barriers calculated at differentkcal/mol obtained in the prior woré
levels of theory are shown in Figure 5. The reduction potential At the CCSD(T)/MM level of theory, the activation barrier
(work function of the reducing agent) is given with respect to yaries from a negligible 0.7 kcal/mol for-a2.32 V reduction
standard hydrogen electrodEy(= 98.6 kcal/mol, calculated  potential to a modest 35.2 kcal/mol barrier for a 0.93 V reduction
from AGyH") = —263.98 kcal/mdP andAG%(H* ) = 362.58 potential. As shown in Figure 5, in the range of reduction
kcal/moP?). In addition, activation barrieré&c), distancesx), potentials corresponding to nearly oxide-free iron surféices
and reaction energie€kn) are also reported in Table 2. The (0.6 to —1.2V) we find a fairly good agreement between
calculation of reaction energies was done using reference Gibbscalculated results and experimental d&t&onsistent with the

free energies of formation in solutiodMG{(CIl~ ) = —31.36 trends observed for gas-phase vertical electron affinities, the
kcal/mol, AG{CCly) = —11.25 kcal/mol AG(CClz") = 27.01 CCSD(T)/MM description overestimates.5—2 kcal/mol) and
kcal/mol) 1564 DFT/MM description underestimates-8 kcal/mol) the experi-

Similar to the gas-phase results, the activation energies weremental activation energies. At the low range of reduction
found to be sensitive to the ab initio level of theory. The potentials (1.2V) that correspond to the activation distances
activation barriers calculated with DFT/MM are on average 4 in the equilibrium region, DFT/COSMO description perform
kcal/mol below CCSD(T)/MM results. As indicated in Figure similar to DFT/MM. At higher reduction potentials, however,
5 and Table 2, the activation barriers from DFT/MM and DFT/ DFT/COSMO exhibits better agreement with experiment (1 kcal/
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TABLE 2: Activation Free Energies, Distances, and Reaction Energies of the Aqueous Phase Dissociative Electron Attachment
Reaction for CCl, versus the Reduction Potential (Experimental Values Are Calculated According to Linear Fit Provided in ref
65)

Wo Wo Erxn Eact Xact exp Eact
(kcal/mol) (volts SHE) theory (kcal/mol) (kcal/mol) A (kcal/mol)
45 —2.32 DFT/MM —46.60
DFT/COSMO
CCSD(T)/MM 0.70 1.82
55 —1.89 DFT/MM —36.38
DFT/COSMO
CCSD(T)/MM 3.40 1.92
65 —1.46 DFT/MM —=27.77 2.50 1.91 6.02
DFT/COSMO 3.01 1.93
CCSD(T)/MM 6.34 2.01
75 —1.02 DFT/MM —16.62 5.42 2.02 9.17
DFT/COSMO 6.79 2.05
CCSD(T)/MM 10.59 2.10
85 —0.59 DFT/MM —6.71 9.12 212 12.25
DFT/COSMO 11.07 2.16
CCSD(T)/MM 14.73 2.19
95 —0.16 DFT/MM 3.21 13.08 2.24
DFT/COSMO 16.01 2.30
CCSD(T)/MM 20.02 2.40
105 0.28 DFT/MM 13.36 17.85 2.38
DFT/COSMO 21.68 2.47
CCSD(T)/MM 25.76 244
115 0.71 DFT/MM 23.27 22.78 2.64
DFT/COSMO 28.04 2.74
CCSD(T)/MM 32.43 2.65
120 0.93 DFT/MM 28.35 25.22 2.90
DFT/COSMO 31.72 2.99
CCSD(T)/MM 35.16 2.79

mol error). The nature of this agreement cannot be certain asenvironmental chemistry. The computational methodology il-
the range of low reduction potentials corresponds to the stretchedustrated in this work may also provide a useful framework for
C—ClI bond that is outside the equilibrium region where free energy calculations in conjunction with hybrid discrete/
COSMO parameters are expected to be most accurate. Overallcontinuun§® and othe§” approaches.

our results suggest that in aqueous solutions the degradation of
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kcal/mol errors in activation barriers) in the region of longCl

bonds. This problem is likely due to the use the same set of
COSMO parameters for both equilibrium and stretched bond
regions. (1) Dilling, W. L.; Tefertiller, N. B.; Kallos, G. JEnwviron. Sci. Technol.

: . 1975 9, 833.
In the range of redgcnon pOt.entlals fr(?ﬂfQ_32 t.o 0.93 V, ?2) Kriegman-King, M. R.; Renhard, MEnviron. Sci. Technol1992,
CCSD(T)/MM calculations predict activation barriers from 0.7 ¢, 219s.
to 35.2 kcal/mol. These results show good agreement with the  (3) weckhuysen, B. M.; Mestl, G.; Rosynek, M. P.; Krawietz, T. R.;
experimental data for oxide-free iron surface€(6 to—1.2V HaV\&;-:-: LunSfOSd,EJ- w 'T(hys- CgeT-KB%Sleé 3\/\7/73# Her s
reduction potentials), indicating that the measured activation monette, J. E.; Workman, D. J.; Kenedy, D. W.; Fruchter, J. S.;
barriers arF:e consist)ent with cgncerted electron-transfer bond®o™ ¥: A Eniron. Sci. .Technol2000 34, 4606. .
. . S . (5) Tsuchida, T.; Yasuyama, T.; Higuchi, K.; Watanabe, A.; Urakami,
breaking mechanism of Ctlechlorination for these reducing  T.; Akaike, T.; Sato, K.; Maedali. Gastroenterol. HepatolL993 8, 342.
agents. (6) Curtiss, G. P.; Reinhard, NEnviron. Sci. Technol1994 28, 2393.
The results of this study illustrate that accurate ab initio (7) Perlinger, J. A.; Angst, W.; Schwarzenbach, RBviron. Sci.
electronic structure methods combined with explicit classical Technol-1996 30, 3408. _ _
solvent description provide a useful and reliable tool to study 5ci.($)ec$1$1ro“|nl%egré Js'zf'z;lgf.%hmann‘ 3 Schwarzenbach, FErpiron.
ET-assisted degradation of chlorinated organic compounds in gy maymo-Gatell, X.; Chien, Y. Gossett, J. M.; Zinder, S.S¢ience
solution and potentially other reactions processes relevant t01997 267, 1568.

Free energy activation barriers for the reductive dechlorination
(dissociative electron attachment) of carbon tetrachloride, CCl
in aqueous phase were determined from the dissociation profile
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